ies

mr\
tiol,
Nl
te

Critique of Pure Logique by I Can't . . . . . v e e« 425
ATphanumerics . . . . . v v v v v 4 e e e e e e e e e 26
Program: A Convergence Study . . . . . . . . . .. .. 27
00 = ! & L o e e e e e e e e e e e e e 29

Editor Gene Hegedus can be reached at P.0. Box 2151, Oxnard, CA
93034, Publication price is $2.65 per issue?

The following four books were seen on the shelves of Data Domain in
Schaumburg, 111inois during a Chicago Chapter meeting hosted by
Data Domain. (312) 397-8700

Solving Business Problems on the Electronic Caleulator is an

8.5" x 5.6" soft spiral bound “how to do" book by James Meehan and
Allan Doerr. This 217 page workbook 1ike book is available from
the Gregg and Community College Division of McGraw-Hi11 Book
Company in the $7 price range. The authors acknowledge Victor
Comptometer Corporation and Sharp Electronics Corpomtion in

this 1975 Copyrighted book.

Arithmetic & calculators is a book covering "How to Deal with
Arithmetic in the Calculator Age". It is available from W.H.
Freeman and Company. Authored by William G. Chinn, Richard, A.
Dean and Theodore N. Tracewell the price and copyright of this
9.2" x 6.6" paperback is unknown.

How to Get the Most Out of Your Low-Cost Electronic Caloulator
js a Hayden Book by Ronald M. Benrey. This 9" x 6" paperback
is in the $5 price range, Hayden No. 5942.

Basic Electronics Math with a Scientific Caleulator by Edward
M. Noll is an 8.4" x 5.4" Howard W. Sams & Co. Inc. paperback
No. 21425.

Another new magazine/Journal. Didactic Programming , is published
by Educational Calculator Devices and edited by Professor Arthur
David Snider. A "Journal of Calculator-Demonstrated Math Ins-
truction (CDMI)", Diadactic Programming, 1s currently free to
instructors of mathematics who have requested it. If you are
interested write on your school's letterhead to the address below.
Articles in the first - Fall, 1978 - issue include: .

"Some Instructive Calculator Demonstrations of Iterative
Equation Solvers"

"Fibonacci Search"
"SIMPLEX - Gauss Elimination on the Calculator"
"SR-56 - 3 Equations in 3 Unknowns"

This first issue had most of the programs with code for several
HP and TI machines. Additional copies of the first issue are $1
each to cover postage and handling.

Didactic Programming, P.0. Box 974, Laguna Beach, CA 92652

SUCCESSIVE BISECTIONS

SUCCESSIVE BISECTIONS
A SIMPLE ALTERNATIVE?

There are several methods that can be used to
solve equations of the form f(x)=0 where f(x) repre-
sents a general function. Such problems arise natural-
1y in any situation in which there is an equation re-
lating several variables, where the values of all but
one of the varlables are known and the value of the re-
maining variable 1is to be found.

For example, in a mortgage loan problem assume you
are making constant payments on an amount PV which you
have borrowed and on which you are charged an interest
rate 1 (applied to the previous unpald balance) over
each of n equai time periods. Then the following equa-
tion holds where PMT is the amount of each perlodic

payment .
PV = PMT [:_’-L”-n]
1

There are 4 variables in this equation. If you
borrow $5000 at 1% per month for 36 months you can use
the above equation to solve for the amount of each pay-
ment., PMT = #166.07 This 1s a very straightforward
problem to solve. A much more difficult problem is to
try and solve the above equation for the interest rate
1. If you borrow $8000 for 48 months and your monthly
payments are $222.65, what monthly interest rate are
you being charged?

The above equation could be solved on paper for
the variable PMT by anyone with a high school algebra
background. DBut the second problem is impossible to
solve for 1 using pencil & paper. About the best any-

one could do would be to write the second problem in

the forms -
8
(222.65) [.L:L%] - 8000 = 0

If we consider the left side of this equation as a
function in the variable 1, then this equation is of
the form £(1)=0,

Most readers will probably be familiar with the
Newton-Raphson Method whioh can be very effective in
solving equations of the form f(x)=0 where algebralc
methods fail, This article will give a simple but
effective alternative to Newton's Method for solving
these kinds of problema. Two other methods will also
be mentioned but not discussed in detall.

NEWTON'S METHOD works by estimating where the
graph o e curve y=f(x) orosses the x-axis. The
tangent lines to the curve at successive points should
then cross the x-axis at points closer and closer to
the true root of the equation f(x)=0. The first deri-
vative of the function f(x) is used to obtain the
slopes of the tangent lines.

NEWTON*S_METHOD Ty

Y-AXIS I = initial guess

| £(
x,)
x =X, =
141 = %y —f.—(‘xTy
In order to obtain convergence

the sequence
go to zero.

Method diverges
near points where
f'(x,) =0

X-AXIS

The METHOD OF CONSTANT SLOPE is very similar to
Newton's Metho t avoids the problem of computing the
first derivative of the function f(x). Instead, a con-
stant slope m is used in the hope that secant lines to
the ourve at successive points will cross the x-axis at
points closer and ocloser to the desired solution.
Y-AXIS

A METHOD OF CONSTANT SLOP!

m = constant slope

x = initial guess

t(x,)

/ .'.'."x',,;3x'2 T,

The METHOD OF INVERSE LINEAR INTERPOLATION (PFalse
Position) requires two starting points on the graph of
y=f(x), one above the x-axis and one below the x-axis.
The straight line which connects these two points will

PPC JOURNAL V5 N8 PAGE 19 SEPTEMBER/OCTOBER 1978



then oross the x-axis in another point. The next point
ochosen on the graph corresponds to this intersection
point on the x-axis. At each stage two points on the
graph on opposite sides of the x-axis are maintained.

Y-AXIS

)

INVERSE LINEAR INTERPOLATION

x, & x, are initial guesses such that

f(:l) 'f(XZ) <0

b W 15
x - X, - f(xi)——;—-
141 1 fx,)-r(x, _4)
{2 I, Xy X-:¥13
X3

The METHOD OP SUCCESSIVE BISECTIONS also requires
two starting points on the graph on opposite sides of
the x-axis. The x-coordinates of these two points are
then averaged to obtain the midpoint x-coordinate.
This also determines a new point on the graph. The
original point on the ocurve which is on the same side
of the x-axis as this new point is then discarded.
Thus the two points on the graph which are on opposite
sides of the x-axis are kept.

METHOD OF SUCCESSIVE BISECTIONS
. & x., are initial guesses such that
y-axis 1?2
f(xl)-f(xz)< 0

‘} Choose x, ., = (xi+xl_1)/2 /

And choose new x, =

Xy g ir f(xl_l)-f(xi+1)< 0

x, it '(‘1)'f(11+1)< 0

X-AXIS

/ 4 % 2

All four methods given involve solving the equa-
tion f(x)=0 by successive approximations. Some methods
will be better suited for some applications than others
but I think the method of successive bisections is as
close to a “universal method™ as any. It 1s one of the
simplest to apply and will always result in at least
one solution.

While the fast convergence of Newton's Method
maves it attractive, there are some difficultlies with
this method. Before briefly discussing these drawbacks
1 should mention that Newton's Method is an excellent
cholce whenever it applies. The fact 1s however that
it doesn't always apply. It 18 less universal than
successive bisections,

The first difficulty encountered with Newton's
Method is computing the derivative, Historically this
computation was carried out algebraically by hand on
paper. While this can still be done and then program-
med, in most computer applications the derivative 1=

approximated numerically. f*'(x)% [f(x+ax)- £(x)] /ax.
Usually the numerical approximation doesn't present any
Aifficulty but variations of the above formula have
been developed to handle cases where such approxima-
tions lead to errors.

It is tempting to use the power of a computer to
help you ocaloulate the derivative. But Newton didn't
have a computer to use, I maintain that because such
calculations were done by hand it was mandatory that
any method used had to result in fast convergence.

But now that we have a tool with extremely fast compu-
tational speed, fast oconvergence due to the method used
is no longer a requirement,

KNewton's Method and suocessive bisections present
a real contrast., Successive bisections would take an
extremely long time if done by hand. But the method
takes perfect advantage of computer power since a
computer is used most efficiently when it performs one
simple task over and over again. In this sense, suo-
cessive bisections is better suited for computer solu-
tion than is Newton's Method.

Another problem is that Newton's Method techniocal-
ly applies only to differentiadble funotions. More
serious is the problem that the method diverges near
points where f£'(x)=0 and near points of inflection
where the graph of the function changes from concave up
to concave down., Your initial szuess in applying the
method has to be good enough to avoid these problems.

The method of successive bisections 1s founded on
a basic property of continuous functions. Whenever a
continuous function takes on a positive and a negative
value then it must also take on the intermediate value
zero at some point in between the positive and negative
points. Por this reason, the positive and negative
points bracket the gero solution.

Sometimes this method 1s called the method of
interval halving. We compute the midpoint of the
interval and test for a zero value there. If the func-
tion value at the midpoint is zero then we are done and
otherwise the value there will be positive or negative.
The important point 1s that at each stage we have trap-
ped the true zero solution between a known positive and
a known negative value, When we repeatedly halve suo-
cessive intervals, the sndpoints move closer together
and after not too many steps the endpoints become
numerically indistinguishable. If we don‘'t have the
true zero solution at that time then we will have
found the one solution whioh comes olosest to being
zero.,

The only restriction here is that we begin with a
continuous function over some closed interval. Before
we can apply successive biseotions we must start with
a positive and a negative point on the graph of the
function. Pinding these points is no more diffioult
than making a lucky first guess in Newton's Method.
Once these conditions are met we do not have to worry
about convergence., Even though 1t may take a minute
or two longer to converge, the method of successive
bisections always ylelds a useable solution.

The successive bisections program can be used to
solve an squation of the form f x)=0, The prograa
requires two starting functional values of opposite
.sign. A small positive value € 1is also required to
determine when the interval endpoints are sufficiently
oclose together to end the program.

INSTRUCTIONS

1) GTO LBL B, switch to W/PRGM mode and key in the
steps necessary to evaluate r(x). Registers RA-
RE are avallable to store constants associated
with £(x). End the routine with h RTN and
switch back to RUN mode.

2) To find the two starting points key in & first
value for x, say X,, and press A, Then key in X

and press B, f(xl) & f(xz) must Aiffer in sign.
Ir f(xz) has the same sign as f(xl) then the

display will flash all 0°'s to indicate that -
another value for x5 must be tried. Xey in a new
x, and press B.

3) The value € determines when the program ends 1if
an exact zero solution is not found. The program
will then end when |X,~X; ,J<e. Key in & value

for € (EEX CHS 8 will usually do) and press C.

4) Press D. The program will stop and display sero
if f(x)=0. Otherwise the program will display
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the x value with blinking deoimal point and then
stop and display f(x) which will be near zero.
In either case x remains stored in RBR5 and f(x)
is stored in R6.

To evaluate f(x) at any x, key in x and press E.

BXAMPLE: Let's solve the previous loan problem.

-~48
£(1) = (222.65)[_-_1'_‘11£_] - 8000 = 0

GT0 B and key in the function ass STO D, 1, +, RCL A,
h’xo 10 i J caso RCL,D, +n RCL B' X, RCL C, -, h RIN.
Then store -48 in RA, store 222,65 in RB and store
8000 in RC.

Key .005 for xy and press A. Key .5 for x5 and press B,
Key EEX CHS 8 and press C. Press D to solve. The
program should display 1 = 0.012500826 with blinking
decimal point and then stop and display (1) =
=0,000206000. The monthly interest rate i 2 1.25%.

John Kennedy (918) 11692 Chenault Street, Apt. 310, Los Angeles,
California 90049

John Kennedy (918)
P

CCESSIVE BIS ()

2nd c Solve Evaluate
£(x)=0 f(x)

HP-67/97 PROGRAM SUCCESSIVE BISECTIONS By JOHN KENNEDY

861 elb 21 11 822 RIN 24 847 LBl il 81
ez £T0: 35 o1 023 sLBLD 21 14 €44 RCL§ 36 6§
#63  oSBE 22 1f 824  kCLI 36 61 845 5763 §5 83
o4 ST0 35 & 625 RCLY 36 83 646 RC.o 36 &%

@05  RTh F Y Y R .55 M7 TG4 3564
006 wbli 112 e £ 8 645 aBLZ Il 6:
%7 5703 S 85 628 - 4 M5 R 35 06
o2 S 2315 ez ST 5 @5 698 RCL; 36 &S

M5 STode 3564 930 GSEE 2315 @51 KGLL 3¢ @1

616 RCL: 36 8 831 STOs 35 @6 652 . --45
61! A -35 03. 4=6° i6-43 833 AbS 15 3
61z X0t 1644 833 RTN 24 €54 §>v° {§-34
613 5706 2: 96 834 RCLZ 3¢ éc 35  6T(D i 14
0i4  RC.4 36 b4 835 X -35 8% RC.S 36 63
15 Rkih 24 636 A i6-45 857 FRY{ _’-21
816 sLBL8 z. 88 837 6161 22 8i 858 R(.® 36 go
17 [} [ 838 RCLE 36 o5 855 (301 24

(31 PSE 1 Si 839 5701 35 Bi 60 uLBEE il {a
18 5708 2z 8 @48 KL 36 o 861 k:q ‘f
628 sLBLl 21 13 é41  STL2 35 &2 86z L2 5i
821 5708 35688 @42 €0 22 82

PLOWCHART POR' NETHOD
OF SUCCESSIVE BISECTIONS

Store x,,X,,f(x,).f(x;)
where f(x,):f(x,)<0

A

.,[ Store € = ao:opublol

compute Xsh1 =
(’1*x1-1)/2

Icompute }(x1+1)l

HEX TO/FROM DECIMAL - 29C

Hud 10 LDEJIMAL - 29¢

01 15 13 03 & LBL3 13 12 04 GUSUB4
02 24 02 RUL2 14 24 01 kel

03 12 04 GUSUb4 15 15 12 ¢ RTIN
-04 24 03 keL3 16 15 13 04 & LBL4
05 12 04 GOSUB4 17 24 00 neLo
06 24 04 RUL4 18 61 X

07 12 04 GOLU b4 19 23 51 01 8ST0 + 1
08 24 05 KUL5 20 01

09 12 04 GoubUb4 21 0o o

10 24 Oo RCLO 22 2% 61 00 S5T0 X O
11 12 04 GUSUBY 23 15 12 g RIN
12 24 07 RCLT7

1. CLR KBG

2, Store each digit beginning with unit digit in r1,
tens digit in K2, hundreds digit in 3, etc.
Maximum 7 entries, I1f "digit" is alpha, store
proper number equivalent from Table. See example.

3. ST0 16 RO

4, GSB3

5. Display will show decimal number,

Example: Hex BC614r STORE as follows:
ST0 14 (&) Unit 11

ST0 4 Tens n2 after Steps 1-2-3
STO 1 Etc n3 Dispaly will show
ST0 6 4 12345678

STO 12 (c; R5

ST0 11 (B i)

Example: Hex 8000 ST0RE as follows:

g$8 8 ggi: ﬁ; After Steps 1-2-3
STO 0 10 K3 Visplay will show
ST 8 x4 52768
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LkeIMal TO HEX - 29¢

01 15 135 01 & LBL1 14 23 22 STOL

02 2%3%.3% 510.3% 15 01 1

03 24 .1 KUL.1 16 2% 51 .5 570 +.5

04 71 L 17 24 .4 KCL. 4

05 14 02 f INT 18 15 24 140

06 2% .4 STU.4 19 15 01 GOTO}

o7 24 .1 KCL. 1 20 15 13 02 & LBL2

08 61 X 21 24 .3 KCL.S

09 24 .3 KCL.3 22 23 22 STOL

10 21 X%y 2% 01 1

1 15 71 & X=0 24 23 51 .5 STO0 +.5

12 1% 02 GOT02 25 24 .5 RCL.5

13 41 - 26 15 12 & RIN

1. CLR REG

2. S8TO 16 K.1 sTo0 1 rO

%, Enter decimal number

4. GSB1

5. Hex digits are in Kegisters 1 thru 9. List nl
as unit digit, R2 as tens digit, K% as hundreds
digit, etc. For numbers greater than 9 convert
to alpha from Table. Discontinue negister recail
after Register number corresponding to number in
bisplay.

Lyample: vecimal 12%45678 to Hex

KCL RY 14 (E) Unit E

RCL R2 4 Tens 4

RCL R3 1 Etc 1

RCL R4 6 6 Hex: Buo14e

RCL RS 12 () ¢

KCL K6 11 (B) B

No further recall as "6" in display indicates K6 to
be final Register for recall.

kxample:

Decimal %2768 to Hex
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